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Abstract

Although deep learning models have shown impressive performance on supervised learning tasks, they

often struggle to generalize well when the training (source) and test (target) domains differ. Unsuper-

vised domain adaptation (DA) has emerged as a popular solution to this problem. However, current

DA techniques rely on visual backbones, which may lack semantic richness. Despite the potential of

large-scale vision-language foundation models like CLIP, their effectiveness for DA has yet to be fully

explored. To address this gap, we introduce AD-CLIP, a domain-agnostic prompt learning strategy for

CLIP that aims to solve the DA problem in the prompt space. We leverage the frozen vision backbone

of CLIP to extract both image style (domain) and content information, which we apply to learn prompt

tokens. Our prompts are designed to be domain-invariant and class-generalizable, by conditioning

prompt learning on image style and content features simultaneously. We use standard supervised

contrastive learning in the source domain, while proposing an entropy minimization strategy to align

domains in the embedding space given the target domain data. We also consider a scenario where

only target domain samples are available during testing, without any source domain data, and pro-

pose a cross-domain style mapping network to hallucinate domain-agnostic tokens. Our extensive

experiments on three benchmark DA datasets demonstrate the effectiveness of AD-CLIP compared

to existing literature.

Motivation

Figure 1. We highlight the differences between our prompts from the literature. a) CoOp [?] directly learns the prompt

tokens from random vectors and may not be suitable for DA as it does not concern domain independence, b) Another

possibility is to manually include the domain name into manually defined prompts, but this information may not be readily

available, c) AD-CLIP introduces an automatic solution by leveraging the visual space to define the domain-agnostic and

image-conditioned tokens.

Contributions

The present study investigates the following objectives:

We propose a solution to the challenging domain adaptation problem using prompt learning

within the context of CLIP. Our primary focus is to ensure that the prompts are not biased

towards a specific domain and account for the visual variations in the data.

To achieve this, we propose a novel prompt learning scheme that entirely leverages the visual

encoder of CLIP and introduces a small set of learnable projector networks. We also propose a

new entropy minimization-based criterion for domain alignment. Furthermore, we address the

scenario where source domain data are not available during inference and develop a method to

approximate the prompts for the target images.

Through extensive experiments on three widely-used benchmark DA datasets, namely

Office-Home, VisDA, and mini-DomainNet, we demonstrate the superior performance of

AD-CLIP over state-of-the-art alternatives.

Architecture of AD-CLIP

Figure 2. The architecture of AD-CLIP is based on the frozen CLIP backbones fv and ft. For prompt token learning, we

introduce the new vision and text projectors Pv and Cv, respectively, which encoder the style and content information

from the different layers of fv. The style mapping network, Psmn, approximates the source domain style information from

the target domain features. Best viewed in color.

Formulation of Metric Objectives

Cross entropy loss:

Lce = CE(p(y|x), y) (1)

where, the prediction probability of x for label y is defined as,

p(y|x) =
exp(sim(fv(x), ft(Prompty(x)))/τ )∑|Y|

k=1 exp(sim(fv(x), ft(Promptyk
(x)))/τ )

(2)

Cross-domain style mapping loss:

Lsmn = arg min
Psmn,Pv

E
P

Sl
data,P Tu

data

||Ds − Psmn(F̄t)||22 (3)

Domain alignment loss:

LAlign = arg min
Pv,Cv
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Lem([p(y1|x); · · · ; p(y|Y||x)]) + LKL(Promptt|Prompts) (4)

Total loss: Ltotal = [Lce + Lsmn + LAlign]

Results and discussion

A. Unsupervised Domain Adaptation

Table 1. Comparison of AD-CLIP with state-of-the-art methods for UDA task on Office-Home dataset.

Method fv Ar→Cl Ar→Pr Ar→Rw Cl→Ar Cl→Pr Cl→Rw Pr→Ar Pr→Cl Pr→Rw Rw→Ar Rw→Cl Rw→Pr Avg

RN-50 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DANN 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
GSDA 61.3 76.1 79.4 65.4 73.3 74.3 65.0 53.2 80.0 72.2 60.6 83.1 70.3
GVB-GD 57.0 74.7 79.8 64.6 74.1 74.6 65.2 55.1 81.0 74.6 59.7 84.3 70.4
SPL 54.5 77.8 81.9 65.1 78.0 81.1 66.0 53.1 82.8 69.9 55.3 86.0 71.0
SRDC R

N
-5
0

52.3 76.3 81.0 69.5 76.2 78.0 68.7 53.8 81.7 76.3 57.1 85.0 71.3
CLIP 51.6 81.9 82.6 71.9 81.9 82.6 71.9 51.6 82.6 71.9 51.6 81.9 72.0
DAPL 54.1 84.3 84.8 74.4 83.7 85.0 74.5 54.6 84.8 75.2 54.7 83.8 74.5
AD-CLIP 55.4 85.2 85.6 76.1 85.8 86.2 76.7 56.1 85.4 76.8 56.1 85.5 75.9 ± 0.1

CDTrans* 68.8 85.0 86.9 81.5 87.1 87.3 79.6 63.3 88.2 82.0 66.0 90.6 80.5
TVT 74.9 86.8 89.5 82.8 88.0 88.3 79.8 71.9 90.1 85.5 74.6 90.6 83.6
SSRT 75.2 89.0 91.1 85.1 88.3 90.0 85.0 74.2 91.3 85.7 78.6 91.-8 85.4
CLIP 67.8 89.0 89.8 82.9 89.0 89.8 82.9 67.8 89.8 82.9 67.8 89.0 82.4
DAPL V

iT
-B
/1
6

70.6 90.2 91.0 84.9 89.2 90.9 84.8 70.5 90.6 84.8 70.1 90.8 84.0
AD-CLIP 70.9 92.5 92.1 85.4 92.4 92.5 86.7 74.3 93.0 86.9 72.6 93.8 86.1 ± 0.2

CLIP 74.2 93.1 93.3 87.3 93.1 93.3 87.3 74.2 93.3 87.3 74.2 93.1 87.0
DAPL 77.3 94.6 94.3 88.6 94.6 94.0 88.8 76.8 94.0 89.0 77.8 94.4 88.7
AD-CLIP V

iT
-L
/1
4

80.3 95.4 95.7 90.9 95.5 95.2 90.1 79.6 95.1 90.8 81.1 95.9 90.5 ± 0.2
-

B. Sensitivity on prompt behaviour

Figure 3. DAT, IST and SST refer to domain-agnostic token, image-specific tokens and source- domain style tokens.

C. Sensitivity to the multi-scale features

Figure 4. Performance of AD-CLIP with different layers of RN50, ViT-B/16 and ViT-L/14 backbones to extract multi-scale

features on Office-Home.

D. t-SNE visualization

Figure 5. t-SNE of text embeddings from art and clipart domains of 10 classes of Office-Home.

Conclusions

Introduced a domain adaptive model that tackles the unsupervised DA problem through prompt

learning for foundation models.

Our approach is based on the CLIP model and focuses on learning domain- invariant and

class-generic prompt tokens using visual space features.

We leverage the vision encoder of CLIP to extract multi-scale style and content features and

adapt them to target datasets using learnable projector networks, and learn three types of

tokens in the prompts per image: domain token, image token, and class token.

In the future, we plan to extend our approach to solve specific applications such as person

re-identification and medical imaging.
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